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Abstract: Popularity of mobile devices network technologies 
increases day by day. Mobile devices always maintain network 
connectivity by different network providers. So if user moves 
around then they can access cloud services without any 
disadvantages. In current model when user moves from one 
geographical area to another he will keep accessing services 
from previous cloud over a long distance. It results in more 
congestion on network. This will degrades the QoS and QoE 
of services in cloud. There is the need of different approach 
which maintains resources by improving QoS and QoE of 
mobile services. This framework tells that the services run on 
public cloud are able to populate to other cloud in different 
location. This paper proves that if we add resource pool for 
every cloud then it is responsible for removing ambiguity 
which occurs at the time of migrating services. It also find out 
how the number of clients can influence the decision making 
at service delivery layer. 
 
Index Terms—cloud computing, QoS, QoE, service polulation. 

I. INTRODUCTION 

Cloud computing becomes popular now a days because of 
its simple nature. It offers various computing and storage 
services over a internet. Cloud service providers rent data 
centers hardware and software to deliver storage and 
computing services through the internet. Internet users can 
access services from cloud. Instead of their own devices 
cloud users can store their data on cloud. They can run their 
applications on cloud platform without full installation of 
software. Cloud service providers provide various cloud 
services and resources as user requirement and they 
charged them accordingly. Cloud computing increases its 
popularity because of its simple nature. Amazon EC2 and 
Applels iCloud are very popular cloud based products[2]. 
Those vendors create their own cloud services and offer 
them to client for business and individual uses. They create 
cloud services as requirements come from market and each 
have different than others. Mobile computing also becomes 
more popular due to smartphones and tablet pcs. Laptops 
and desktops are cannot be easily operate due to its size and 
form. So it increases the demand of less weighted mobile 
devices than laptops and desktops. But these devices cannot 
have some hardware resources which is used to perform 
some critical task. At that situation there is the need to 
access those devices remotely through network for storage 
and processing. This feature is provided by cloud 
computing. It provides center based resources and those 
devices require decenter based pool of resources. It creates 
traffic congestion problem on internet due to user mobility 
and high bandwidth services. It affects QoS and QoE 
factors in mobile services. This paper consists of 

framework which overcomes the problem by service 
populating technique. 

II. LITERATURE SURVEY 

A previous project invents a reshaping of the physical 
footprint of virtual machines within a cloud [3]. It invents a 
concept towards the lower operational costs for cloud 
providers and improvement of hosted application 
performance by taking into account affinities and conflicts 
between replaced virtual machines. It is achieve by 
mapping virtual machine footprints. After comparing if 
similarities found in memory footprint the virtual machines 
are migrated to the same memory location and content 
based memory sharing also deployed to get consolidation[ 
4]-[6].The basic thing is to build control system for cloud 
which perform footprint reshaping to achieve higher level 
objectives like low power consumption, high reliability and 
better performance. It then reduces the cost for cloud 
providers and creates low cost cloud services for user. 
Media Edge Cloud (MEC) architecture improves the 
performance of cloud technology. This architecture also 
improves QoS and QoE for multimedia applications. To 
achieve that cloudlets of servers running at edge of  bigger 
cloud. So it handles the request closer to the cloud thus it 
reduces the latency. If requests needs further processing 
then requests are sent to the inner cloud due to that the 
cloudlets are reserved for QoS based multimedia 
applications[7]. Using that concept the physical machines 
closer to the clouds outer boundary will used to handle QoS 
sensitive services. As these machines located on outer 
boundary of cloud the data has to travel less distance within 
the cloud before sending to the client. It improves QoE for 
client and reduces network congestion of cloud. All these 
researches aims only to improve the cloud performance, no 
one can think about the user mobility. Providing media 
services to mobile clients becomes popular in future. As per 
that concept mobility and multimedia contents becomes 
more popular and high bandwidth data streams will have to 
travel more distance and reach moving target can create a 
problem in future. Cloud providers may need to create 
more clouds to handle the load and reduces the congestion. 
In cloud computing client get services by contacting a 
physical resources directly and then ask about the service. 
Clients need to connect to the cloud then they can accesses 
the services from the cloud. But in this approach client 
need to know the name of the physical resource which 
offers the services to the client, so it  creates the problem of 
redundancy. Some organizations solve this problem by 
running multiple servers and by using DNS, for load 
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balancing and fail over [7]. This approach needs more cost 
which is not affordable for small entities which offers a 
service at lower layer. The ability for clients to request 
services directly from the network instead of asking for 
physical resources that offers those services[1]. It opens a 
doors for future development. Client request a service ID 
and network infrastructure which is used to find whether 
the actual service is running and then connect it to the 
client. This approach is able to running a service in 
multiple locations and directly client requests to the 
appropriate instance depending on their location and 
network status. 

III. PROGRAMMER’S DESIGN 

A.System Model 
QoS aware service delivery model is necessary to deliver 
the services. The network infrastructure is used to decide 
the network status between the client and service. Service 
providers provide services with best QoS and QoE 
parameters to their clients. In this model client of cloud 
services will remain connect to the same cloud without 
thinking about its physical location and network status. If 
the network condition satisfactory and there is no redundant 
path the service will be out of reach of network. So 
providers not able to reach their SLA standards and clients 
not getting the best QoE at all time. Another thing is that 
the cloud from any location has connected to the same 
cloud to get services without thinking about the distance of 
cloud from itself. It results in creating more processing load 
on cloud which degrades the QoS of services. It is not 
possible for cloud providers to build a multiple clouds to 
provide services to the different geographical areas. So 
there is the need of new technique for service delivery 
which provides various services to clients with proper QoS 
and QoE parameter, it is also provide better cloud 
management to the providers, it also reduces the network 
congestion. In this service delivery model we will have 
clients who request the services and their requests will be 
directed to physical location at which the service is running 
by fulfilling QoS and QoE parameters. In the case of 
mobility it is difficult to direct client to a specific instance 
of service. We can connect client to the service instance 
based on their present location and network conditions, but 
if client move to another location with different network 
area then it is difficult to get this. If the user moves far 
away from the cloud then it creates congestion on network 
so it impacts on the QoS of all services on the network. To 
solve this problem we could connect to the client at 
different instance of service each time the QoS parameter 
degrades, at that time not expected to create multiple clouds 
by cloud providers. Single cloud providers may not own 
multiple clouds at different physical location so it is 
possible that many cloud providers have their cloud far 
apart or down to regional scale within a country. So we 
able to address the issue of service population across the 
different boundaries of cloud providers. It introduces a 
concept where service providers will register their services 
globally and not bound to specific cloud providers. 
Services which are globally registered and not bound with 
specific cloud providers will free to populate or migrate to 

different cloud depending on QoS and source of service 
request parameters. This will only possible when cloud 
providers open their boundaries, so services can move in 
and out of their cloud. It will change the model of service 
providers. Service providers will register their services with 
service level agreement which defines the expected QoS 
parameters. Cloud providers provide services with best 
QoS so that it will populate their service and it gives 
income for them. It is not possible to any big cloud to take 
all the services due to the network congestion problem. So 
the services may populate from bigger cloud to smaller 
cloud to maintain network congestion free and minimize 
the distance of itself from client. After populating services 
from one cloud to another the receiving cloud can also 
reject the populating service, if it is already under the heavy 
load. This population of service process is completely 
transparent to the user. To achieve all those things there is 
the need of new service delivery framework and it should 
be QoS aware and support service population. At the time 
of migration of any service from one cloud there may be 
the chance that another user is accessing the same service 
so after migration of service from current cloud leads to 
starvation of second client. So to solve this problem we add 
separate resource pool to each cloud which is used to keep 
references or object of all populated and non-populated 
services. Another client can access the populating service 
without any interruption. 

  
 

 

 

 

 

 

 

 
Figure 1: System Model 

 
Above figure shows a system architecture smartphones and 
users are the clients who accessed the services of cloud. 
Those are mobile clients so if they move from one location 
to another then there is the need to populate the services to 
another location. So the engine gives the recommendations 
depending on the QoS parameters. The another cloud 
decides whether to + 

A. MATHEMATICAL MODEL 

We apply set theory to our project. The aim of project is to 
perform service migration to improve QoS & QoE of a 
service. Let there are three sets one is Cloud, one is service 
population and one is QoS . Cloud is union of QoS  and 
population.  
So we will consider some QoS requirements and some 
populating services from set population which are 
corresponding to each other. 
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We will merge these sets by intersecting them as shown in 
following fig. Hence we get the solution to our project, by 
populating some services from one cloud to another with 
satisfying QoS parameter we can manage the traffic & 
removes the ambiguity. 

 
Figure 2: Venn diagram 

IV. IMPLEMENTATION 

The service populating model needs a concept of an open 
cloud. The existing closed cloud only runs services 
controlled by its owner. Open cloud allows services from 
third party providers to populate it. The open cloud is like 
resource pool so anyone can use these resources to run their 
services and anyone can provide such resource pool and 
accept services from other providers to run on it. So the 
new framework comes in model. This proposed 
Framework consists of six layers. 
 
A. Service management layer 
It is used to check how services are registered in a cloud. 
Billing information between resources and service 
providers is processed. It is considered as part of 
application layer in OSI because it defines the applications 
and how they use resources. When service providers want 
to publish service they have to define security QoS 
parameters. It is the requirement to run the service. So to do 
that each service must have a list of parameters this must 
agree with parameters defined by cloud. It is also used to 
migrate the service to find proper clouds that can accept the 
service. At that time if service needs an extra resource, it 
can be given as per that service providers will billed. 
 
B. Service Subscription Layer (SSL) 
It is used to perform the subscription of clients to the 
service the information which handle the subscription, like 
user IDs, list of services subscribe by individual client. 
Subscriber is clients who request a service and he will be 
charged for subscription. It is used to keep track of number 
of from which location accessing a service. 
 
C. Service Delivery Layer (SDL) 
It delivers services to specific clients. It is responsible for 
publishing a service from one cloud to another cloud. 
Finding the appropriate cloud as per the necessary 

requirements is done and then service is populating to this 
cloud. 
 
D. Service Migration Layer (SMiL) 
The migration of services between clouds is the 
responsibility of  SMiL . To populate a service we have to 
first sure that the target cloud can accept the service. So the 
decision of whether to move or not to move a service is 
done at SDL. Using that decision SMiL instruct the cloud 
about which resources need to be allocated. 
 
E. Service connection layer 
It handles the client mobility issue and also checks the 
connection between client and services. 
 
F. Service network abstraction layer 
It provides the abstraction property to simplify the 
migration process. It acts as interface between service 
delivery framework and new technology.  
 
Algorithm: 

1. Create and start node. 
2. Start QoS manager which checks the QoS of 

various services. 
3. Then next step is user authentication which is used 

to authenticate the users. 
4. Authenticated user is connected to the service. 
5. Suppose user access video, video streaming is 

going on. 
6. At the time of streaming system tracks the QoS 

with the help of QoS manager. 
7. QoS manager gives some recommendations those 

are track by system. 
8. On the basis of recommendation system takes 

migration decision. 
9. Service is migrated to another cloud or keeps as it 

is. 
10. If service is migrated to another cloud system will 

again check the QoS. 

V. RESULT AND DISCUSSION 

This system is used to migrate the services from one cloud 
to another as user moves from one geographical area to 
another. This reduces the congestion on network; also it 
decreases the load on network. Cloud providers can share 
the resources which increases the efficiency of cloud 
services.   

VI. CONCLUSION  

This paper gives the solution on challenges presented by 
user mobility. Previous service delivery model is inefficient 
to provide future requirements of mobile user. The cloud 
technology with proposed model can bring the solution to 
proper management of network resources. This paper also 
introduced a technique which reduces the congestion on 
network, which is generated by streaming video and audio.  
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